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Abstract 

In the rapidly growing e-learning domain, the vast amount of available resources poses a challenge for 

learners in selecting the most suitable material. Traditional recommendation systems often fall short 

in addressing individual learner preferences and sentiments. This paper reviews the application of 

sentiment analysis and deep learning techniques in developing a review-based recommendation system 

for e-learning resources. We explore various methodologies, their implementation, and the challenges 

faced, along with a discussion on future directions in this field. Deep learning techniques have 

significantly improved the accuracy and efficiency of these systems. However, there is a lack of 

literature regarding classification in systematic review papers that summarize the latest deep-learning 

techniques used in recommendation systems. Moreover, certain existing review papers have either 

overlooked state-of-the-art techniques or restricted their coverage to a narrow spectrum of domains. 

To address these research gaps, we present a systematic review paper that comprehensively analyzes 

the literature on deep learning techniques in recommendation systems, specifically using term 

classification. We analyzed relevant studies published between 2018 and 2023, examining the 

techniques, datasets, domains, and measurement metrics used in these studies, utilizing a thorough 

SLR strategy. Our review reveals that deep learning techniques, such as graph neural networks, 

convolutional neural networks, and recurrent neural networks, have been widely used in 

recommendation systems. Furthermore, our study highlights the emerging area of research in domain 

classification, which has shown promising results in applying deep learning techniques to domains 

such as social networks, e-commerce, and e-learning. Our review paper offers insights into the deep 

learning techniques used across different recommendation systems and provides suggestions for future 

research. Our review fills a critical research gap and offers a valuable resource for researchers and 

practitioners interested in deep learning techniques for recommendation systems. 

 

1. Introduction 

The e-learning industry has experienced significant growth, particularly with the advent of the 

COVID-19 pandemic, which necessitated a shift from traditional classroom-based education to online 

platforms. With this growth, there has been a proliferation of e-learning resources, making it 

increasingly difficult for learners to find resources that best fit their needs. Traditional recommendation 

systems, which often rely on collaborative filtering or content-based filtering, struggle to capture the 

nuanced preferences of individual learners. Sentiment analysis, combined with deep learning, offers a 

promising approach to enhance recommendation systems by analyzing learner reviews to gauge their 

sentiments and preferences. As data becomes more readily available, recommendation systems are 

gaining popularity in e-commerce. In today’s business world, data-driven decisions are crucial, and 

many companies are incorporating recommendation system features into their websites and apps to 

enhance user experience and increase revenue [1], [2], [3], [4], [5]. The purpose of recommendation 

systems is to provide personalized and relevant suggestions to users based on their past behavior, 

preferences, and interests [6], [7], [8], [9], and to solve the problem of information overload in various 

domains such as e-commerce [10], [11], [12], e-learning [13], [14], [15], social networks [16], [17], 

[18], [19], [20], [21], and entertainment [22], [23], [24], [25]. However, recommendation systems face 

challenges such as data sparsity, cold start, and the need for collecting past user feedback [26], [27]. 

Researchers are developing more effective recommendation algorithms to overcome these challenges 

and improve accuracy and user satisfaction [28], [29]. As the amount of data being collected continues 

to increase due to technological advances, there is a growing need for techniques that can efficiently 

handle large amounts of data [30], [31]. 

Deep learning techniques based on artificial neural net- works have proven exceptionally effective in 

accurately predicting outcomes for big data applications, particularly for recommendation systems 
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[32], [33]. Deep learning models can learn and extract relevant features from raw data, making them 

highly effective in handling complex and high-dimensional datasets [34]. This capability is particularly 

relevant in recommendation systems, where personalized recommendations can be made to users based 

on their behavior and preferences [35], [36]. 

Given the considerations mentioned above, there is a need for a comprehensive and practical guide to 

deep learning-based recommendation systems. No systematic review has been conducted that focuses 

explicitly on deep learning-based recommendation systems using broad search terms that cover a wide 

range of recommendation domains. Furthermore, there is a lack of recent literature reviews that include 

the most advanced deep learning techniques developed within the last five years. Most importantly, no 

systematic study classifies deep learning techniques and domains into more appropriate categories 

based on the terms used in existing research articles. Such categorization would significantly expedite 

the summarization of future research in this field. 

 

2. Sentiment Analysis in e-Learning 

The field of sentiment analysis plays a crucial role in text mining and holds significant importance in 

recommendation systems [15]. For instance, Alatrash et al. [15] introduced a recommendation 

approach that combines sentiment analysis and genre-based similarity in collaborative filtering 

methods. Dang et al. [29] suggested the use of BERT for genre preprocessing and feature extraction, 

along with hybrid deep learning models for sentiment analysis of user reviews. Moreover, Liu et al. 

[95] proposed a novel multilingual review-aware deep recommendation model (MRRec) for rating 

prediction tasks. Sentiment analysis, or opinion mining, involves extracting and analyzing subjective 

information from text data. In the context of e-learning, sentiment analysis can be used to understand 

learners' opinions and feelings about specific resources. By analyzing reviews and feedback, sentiment 

analysis can help in identifying the strengths and weaknesses of e-learning materials.  

Sentiment analysis, also known as opinion mining is a natural language processing technique (NLP) 

technique to identify the emotional tone behind a text Bansal et al., [96]. The technique has been widely 

used to extract user opinions on products and services from their reviews and create actionable 

knowledge for an entity Ligthart et al., [97]. This enables businesses to improve their strategies and 

gain insights into customers’ feedback about their products and services. Opinion mining is a multi-

disciplinary field that includes machine learning, NLP, sociology, and psychology to detect underlying 

customer or user opinions. Social media sites like Twitter, Facebook, and Instagram are significant 

sources of user opinions. The analysis of these sources to extract sentiment or opinions of users started 

a decade ago Tao et al., [98]; Zhou et al., [99]. 

Advancements in technology have transformed fields like health- care Tao et al., [100]; Shaik et al., 

[101] and education by adopting AI and NLP techniques. In the education domain, student feedback 

plays a vital role in evaluating and analyzing learning management systems, teaching, pedagogical 

procedures, and courses Elfeky et al., [37]. Educational institutions use student feedback surveys at 

the end of each semester to record their opinions on courses enrolled in the semester McKinney et al., 

[38]. The feedback comprises both qualitative and quantitative data which includes demographics of 

students, courses, ratings, and comments. The quantitative data can provide a statistical understanding 

of feedback on the courses, but the students’ intent can be determined based on qualitative data 

analysis. The textual comments have to be preprocessed through NLP techniques such as feature 

extraction, and feature selection for further analysis Zhao et al., [39]. Qualitative data analysis enables 

listening to students’ opinions on each course, content, and teaching. 

In sentiment analysis, the initial step is to label text with emotional tags like positive, negative, or 

neutral which denotes students’ emotional opinions on the services provided. The levels of the 

sentiment analysis differ based on application requirements Zhang et al., [40]. Few applications might 

need an overview of the student satisfaction report and few might need fine-grained analysis at the 

topic level to understand which aspect of the course delivery has negative reviews for improvisation. 

The manual annotation or labelling of the sentiment orientation is time-consuming Liu et al., [41] and 

requires many resources with pedagogical understanding in education. This challenge has been 

addressed by developing different sentiment anno-tation approaches using lexicons and corpus. These 

techniques act as unsupervised techniques for initial level understanding of the student feedback. AI’s 

role in sentiment analysis is unavoidable as it assists to process and analyzing a large number of student 
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comments Zhu et al., [42]. AI methodologies like machine learning, deep learning, and transformers 

Acheampong et al., [43] are capable of learning student opinions with attention mechanisms and 

classifying or predicting their emotions for unlabeled student comments Kuleto et al., [44]. The 

unsupervised sentiment annotation techniques and the AI methodologies overcome the challenge of 

manual labelling to a certain extent.  

Sentiment analysis has the potential to extract student opinions at the document level, sentence level, 

entity level, and aspect level with their sentiment orientation Ligthart et al., [97]. The document level 

analyses a comment and determines the overall sentiment of the comments towards a course is positive, 

negative, or neutral. At the sentence level, the sentiment extracts from each sentence and helps 

calculate a course’s positives and negatives. Entity-level sentiment extraction combines entity and 

sentiment analysis to provide student opinion on an entity like tutor, course, and assignment. Aspect-

based sentiment analysis is a fine-grained analysis of different data categories in a comment and 

identifies sentiment orientation on each data category. According to an education application, student 

feedback data will be analyzed at different levels. For example, a decision-making application would 

consider document-level sentiment analysis, and to understand student engagement, the analysis would 

be at the aspect level. (see Fig. 1). 

 
Fig. 1. Sentiment Analysis in Education. 

2.1 Document level 

In the education domain, developing sentiment extraction tools would require research resources. 

Hence, many institutions employ general sentiment extraction tools which are not domain specific. 

Dolianiti et al. [45] compared the performance of five commercial sentiment analysis tools IBM 

Watson Natural Language Understanding, Microsoft Azure Text Analytics API, OpinionFinder 2.0, 

Repustate, and Sentistrength with educational domain-specific tools in the document and sentence 

levels. In that study, two educational datasets were used which contain student forum posts of two 

courses across a semester in the learning management system. The sentiment orientation of the forum 

posts in datasets was manually annotated in two different versions: document level and sentence level. 

Four education domain tools, two for each course, were developed using SVM and k-fold cross-

validation techniques. The study reported that educational-domain tools outper- formed commercial 

tools in one of the courses at both document and sentence levels. Faculty performance evaluation using 

document-level sentiment analysis was discussed by Ahmad et al. [46]. Two machine learning 

classifiers SVM and NB were trained on a preprocessed dataset of 5000 comments and achieved an 

accuracy of 72.80% and 81% respectively. 

2.2 Sentence level 

Sivakumar and Reddy [47] used the cosine similarity method to measure semantic relatedness between 

aspect words and student opinion sentences. The dataset used in that study was extracted from Twitter 

API, preprocessed, and classified the comments into seven aspects at the sentence level. Three machine 
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learning algorithms decision trees, SVM, and NB were used to classify the sentences into different 

aspects. Subjective sentences were extracted using parts-of-speech (POS) tagging and their sentiment 

orientation was attributed using a lexicon-based approach SentiWordNet. Nikolić et al. [48] conducted 

a sentence- level analysis to extract one or more aspects in the sentences and classify their polarity into 

positive or negative sentiment. The authors used SVM, cascade classifier, and rule-based methods for 

aspect extraction and merged them. Similarly, the sentiment was detected using a merged component 

of SVM and a dictionary-based approach. Overall, the research was able to detect negative sentiment 

with an F-measure of 0.94 whereas positive sentiment was identified with an F-measure of 0.83 only. 

2.3 Entity level 

In an educational context, student feedback on entities such as teachers, learning management systems, 

or a specific concept of course content would help analyses their opinions. Yang [49] discussed 

automatic entity extraction in educational contexts such as content, teacher, lesson, and curriculum. 

Named Entity Recognition (NER) acts an important role in entity-level sentiment analysis which could 

a word or phrase that clearly detects a person, company or location Li et al., [49]. Ding et al. [50] 

developed an entity-level sentiment analysis tool, SentiSW, to extract sentiment and entity from 

comments in the form of the tuple ‘‘sentiment, entity)’’. The authors used TF– IDF and Doc2Vec to 

evaluate sentiment classification and achieved the best performance with Gradient Boosting Tree and 

Linear Support Vector machine. The results show that the proposed SentiSW tool outperformed 

existing tools like SentiStrength and SentiStrength-SE in positive and neutral comments classification. 

Li and Lu [51] pro- posed a novel approach to learning latent sentiment scopes at the entity level with 

named entities and sentiment is highlighted. 

2.4 Aspect level 

Aspect-based sentiment analysis (ABSA) is the most widely adopted approach for sentiment extraction 

in education. This approach provides a fine-grained analysis of educational data at phrase or sentence 

levels and extracts opinions or emotions at key aspects or entities. To perform ABSA, sentiment 

analysis techniques have to be ensembled with topic modelling techniques such as LDA, Latent 

Semantic Analysis (LSA), Non-negative matrix factorization (NMF), and Probabilistic latent se- 

mantic analysis (PLSA). A detailed definition and applications of the topic modelling techniques in 

educational data were discussed by Shaik et al. [52]. 

Rosalind and Suguna [53] proposed an ABSA system to extract student satisfaction on online courses 

in Coursera using a machine learning algorithm. Aspects in the student reviews were retrieved using 

unsupervised and semi-supervised LDA techniques. The actual reviews were segmented into sentences 

and then the aspects and their sentiment polarity were estimated. A customized lexicon was used to 

calculate the sentiment polarity of the sentences and it yield positive polarity for learning aspects, lab, 

job/career, and grade/test, and negative polarity for instructor, content, course, fee, and teaching. The 

maximum entropy classifier was trained and tested for the classification of multi-aspects and 

sentiments. The proposed model achieved an accuracy of 80.67% for aspect-based sentiment 

classification. Similarly, Edalati et al. [54] conducted aspect-based opinion mining on student 

comments from the Coursera platform to study the experience of conducting lectures and taking classes 

online. The authors deployed RF, SVM, decision tree, and deep learning models to identify teaching 

related-aspects and predict student opinions on the aspects. RF has the best performance with an F1 

score of 98.01% and 99.43% in aspect identification and aspect sentiment classification respectively. 

Wehbe et al. [55] proposed a Spatiotemporal sentiment analysis frame-work to analyze an education-

related Twitter dataset using ASBA, sentiment analysis, and emotional analysis based on specific time 

and location. This framework used five machine learning classifiers decision tree, RF, multinomial, 

SVC, and gradient boosting to classify six emotions such as happiness, surprise, sad, anger, fear, and 

disgust, and four aspects educational rights, job security, financial security, safety, and death. In both 

aspects and emotions classification, RF had the best performance with an accuracy of 96.99% and 

88.72% respectively. Aspect-level sentiment analysis can be applied to verbal speech to extract student 

emotions and predict their performance in collaborative learning. Dehbozorgi and Mohandoss [56] 

proposed a multi-class emotion analysis on students’ speech in teams and their performance. The 

authors classified emotions such as anger, happiness, sadness, surprise, and fear using Text2Emotion, 

a python package. Rule-based POS tagging was used to extract aspects, and then the k-nearest 

neighbour (KNN) algorithm was used to predict student performance by connecting extracted aspects 
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and emotions. Kastrati et al. [57] proposed an aspect-level sentiment analysis framework to identify 

sentiment or opinion polarity towards a given aspect related to MOOCs. The pro- posed framework 

used weakly supervised annotation to identify aspect categories in unlabeled students’ reviews. This 

reduces the need for manually annotated datasets in deep learning techniques. The authors used the 

convolutional neural networks (CNN) model for the prediction of aspects and sentiment classification. 

The proposed framework achieved an F1 score of 86.13% for aspect category identification and 

82.10% for aspect sentiment classification. The research works adopted AI in different levels of 

sentiment analysis are presented in Table 1. 

Table 1 

Sentiment analysis in education.  

SA Level Algorithms Application Reference 

Document 

Level 

SVM, NB Evaluate the documents’ 

overall opinion towards a 

context is positive or 

negative. 

Dolianiti et al. [45], Ahmad et 

al. [46] 

Sentence 

Level 

SVM, NB, cascade 

classifier, rule-

based methods 

Breakdown educational 

feedback and perform 

sentiment analysis at each 

sentence in a document 

Sivakumar and Reddy [47], 

Nikolić et al. [48] 

Entity 

Level 

Gradient boosting 

tree, SVM, NER, 

TF–IDF, Doc2Vec 

Analyse sentiment or opinion 

in feedback towards an entity 

in educational domain 

Yang [49], Li et al. [58], Ding 

et al. [50], Li and Lu [51] 

Aspect 

Level 

LDA, RF, SVM, 

decision tree, CNN, 

KNN 

Understand positive or 

negative aspects in 

educational practices. 

Rosalind and Suguna [53], 

Edalati et al. [54], Wehbe et 

al. [55], Dehbozorgi and 

Mohandoss [56], Kastrati et 

al. [57] 

Sentiment analysis can draw student opinions on different levels of feedback and provide insights to 

educational institutions for making informed decisions. However, the sentiment analysis can be 

performed only after labelling or annotating the text data with its sentiment orientation such as positive, 

negative, or neutral. There are supervised and unsupervised approaches to labelling or annotating 

student feedback. In the next section, sentiment annotation techniques that are adopted in education 

are discussed. 

 

3. Techniques for Sentiment Analysis 

Sentiment annotation is to label a document, sentence, or phrase with its semantic emotions that could 

be positive, negative, or neutral. The annotation can be fine-grained with micro-level analysis to extract 

precise emotions of users towards a service or product. This annotation mechanism can be applied to 

educational applications where student feedback towards learning management system, course 

content, learning–teaching practices, and instructor teaching abilities. Based on student feedback, the 

educational infrastructure can be stream- lined, can predict student performance, and support students 

with personalized learning. However, an increase in the number of student enrolments and their 

feedback made the manual sentiment annotation process next to impossible as it requires massive 

resources and time. Advancements in Artificial Intelligence and NLP methodologies led to a variety 

of tools for sentiment analysis. The tools are built on a lexicon-based approach, corpus-based approach, 

machine learning, deep learning, and transformer approaches. 

Yeruva et al. [59] discussed differences between human annotators and machine annotators in 

sentiment analysis tasks. The authors presented a human-in-the-loop approach to explore human–

machine collaboration for sentiment analysis. The sentiment annotation data obtained from 60 human 

annotators were compared with machine annotations extracted from six toolkits CoreNLP’s sentiment 

annotator, Vader, TextBlob, Glove+LSTM, LIME, and RoBERTa. The authors con- ducted coefficient 

correlation analysis to understand the importance of features, words, and topics in human–machine 

collaboration. The results show that computational sentiment analysis has high performance and can 

be applied to text analysis. 
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3.1 Unsupervised annotation techniques 

3.1.1 Lexicon-based approach 

Sentiment and opinion words often act a vital role in the sentiment annotation of a document or 

sentence Catelli et al., [60]. Identifying the sentiment and opinion words can help to categories the 

sentiment in an unsupervised manner Dolianiti et al., [45]. In a lexicon-based approach, a sentiment 

dictionary with lexical units like words or phrases and their corresponding sentiment orientation like 

real values (eg: ranging from −1 to +1), classes (eg: positive, negative, or neutral), fine-grained classes 

like (eg: very positive to very negative). The sentiment orientation is based on the polarity of the 

content words like adjectives (Hatzivassiloglou and McKeown, [61]; Taboada et al., [62]), adverbs 

(Benamara et al., [63]), verbs (Vermeij, [64]), nouns (Neviarouskaya et al., [65]) and phrases in a 

sentence or document. Different lexicon-based approaches are developed for the English language 

based on the core idea of the sentiment dictionary. The approaches are SentiWordNet (Baccianella et 

al., [66]), Opinion Finder (Wilson et al., [67]), Bing Liu’s Opinion Lexicon (Liu, 2012), MPQA 

subjectivity lexicon (Wilson et al., [68]), Harvard General Inquirer (Stone et al., [69]), AFINN 

(Nielsen, [70]), Senti- Ful (Neviarouskaya et al., [70]), Vader (Hutto and Gilbert, [72]), TextBlob and 

so on. 

Tzacheva and Easwaran [73] used National Research Council (NRC) (Ortony and Turner, [74]; 

Mohammad and Turney, [75]) lexicon to label student feedback with fine-grained emotions such as 

joy, fear, trust, anger, sadness, disgust, and anticipation for teaching innovation assessment. The 

authors evaluated the impact of active learning methodologies like flipped classroom approach (Maher 

et al., [76]) and lightweight teams (Latulipe et al., [77]; MacNeil et al., [78]) implementation using 

emotion detection and sentiment analysis. The results show that the trust component increased from 

the time period of 2015 to 2020. Existing lexicon methods can be improved by modifying the strategies 

adopted to develop the method. Rosalind and Suguna [79] proposed steps to improve the existing Bing 

lexicon and develop a customized sentiment lexicon (CSL). The authors calculated sentiment polarity 

on academic course feedback texts using Bing sentiment Lexicon and CSL approaches. The process is 

to tokenize a sentence using the bag-of-words (BoW) method and calculate the polarity score of each 

word with Bing and CSL methods to output the cumulative polarity score of the sentence. The 

estimated cumulative score decides the sentiment orientation of the sentence. The CSL approach 

performed better than the existing Bing sentiment lexicon at the document level, detection of opinion 

words, and polarity scoring. 

Lexicon-based approaches can perform unsupervised labelling of educational data and avoid manual 

labelling. The challenging part of the lexicon-based approach in sentiment analysis is domain or 

context understanding. The dictionary-based approach has a simple mapping of certain keywords with 

their sentiment. The words outside the listed keywords or opinions of students in the context are 

ignored. To avoid this, corpus-based sentiment analysis can be adopted. 

3.1.2 Corpus-based approach 

A corpus is a collection of texts on a specific topic or domain. The corpus-based approach in sentiment 

analysis is based on con- occurrence statistics and syntactic patterns of words in text corpora. This 

helps to enhance the sentiment lexicons with prior information about words across the semantic 

orientation of sentiment. The under- lying intuition of corpus-based techniques for sentiment lexicon 

is to calculate the semantic distance between a word and a set of positive or negative words to estimate 

the semantic polarity of the target word. This process could help to adapt the domain-independent 

sentiment lexicon to a domain-specific lexicon Alqasemi et al., [80]. 

3.2 Supervised annotation techniques 

The lexicon and corpus-based approaches are capable to label text data in student feedback with 

sentiment orientation. However, processing and analyzing the opinions and emotions of multiple 

students’ feedback or any other feedback would be a challenging task. AI methods have the potential 

to get trained on preprocessed NLP data and be able to classify or predict the sentiment orientation of 

the data. 

3.2.1 Machine learning 

A learning management system (LMS) plays an important role to provide access to course content for 

offline and online students and record their engagement. Ömer Osmanogˇlu et al. [81] analysed student 

feedback gathered from a university to assess the course materials. The authors used machine learning 
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techniques to classify the materials into positive, negative, or neutral sentiments and then improve the 

course materials with negative feedback for their upcoming semester. Six classifiers multinomial 

logistic regression, decision tree, multi-layer perceptron, XGBoost, support vector classifier, gaussian 

Naive Bayes, and k-nearest neighbours were used after preprocessing the student comments. Logistic 

regression was able to perform better than the other five classifiers. To implement a feedback analysis 

system, Lwin et al. [82] processed student textual comments along with quantitative ratings. The 

quantitative rating scores were clustered using the K-means clustering algorithm. The authors also 

used six classifiers support vector classifiers, logistic regression, multi-layer perceptron, and random 

forest to classify the clustered dataset. The textual comments were manually labelled as positive or 

negative as their sentiment. A naive Bayes classifier was used to train the labelled dataset to classify 

the comments into positive or negative. Faizi [83] proposed a machine learning approach to classify 

learners’ feedback sentiment towards YouTube educational videos. Traditional machine learning 

methods such as random forest, logistic regression, Naive Bayes, and SVM were adopted to learn the 

feedback datasets and classify the learner comments with sentiment as positive or negative. The SVM 

algorithm was able to perform better than other models with an accuracy of 92.82% on a combination 

of unigrams and bigrams and an accuracy of 92.67% for associations of unigrams and trigrams. The 

algorithms discussed so far might have certain limitations individually. Kaur et al. [84] proposed a 

hybrid frame-work based on three classifiers random forest, logistic regression, and SVM models. The 

authors used the lexicon- based method sentiwordnet to label student comments with positive or 

negative sentiments. The proposed hybrid classifier was trained on the labelled dataset and compared 

its performance 

with the SVM model at different test-training ratios. The hybrid classifier outperformed the SVM 

model in all classification metrics. 

3.2.2 Deep learning 

Early identification of students who are likely to fail a course can be predicted using sentiment analysis 

and deep learning techniques. Yu et al. [85] proposed a deep learning model convolutional neural 

networks (CNN) to learn structured data like attendance, grades and unstructured text feedback from 

181 undergraduate students. The text feedback was manually annotated with positive, negative, or 

labelling based on the Self-Assessment Manikin rating scale. The authors trained support vector 

machines and CNN models with structured and unstructured feedback. The CNN model outperformed 

the SVM model with an F-measure of 0.78, 0.73, and 0.71 for the 5th week, 7th week, and 9th week 

of a semester. Similarly, the CNN model was used to evaluate lecturer effectiveness based on student 

feedback to a questionnaire by Sutoyo et al. [86]. The model was able to achieve accuracy, precision, 

recall, and F1-Score of 87.95%, 87%, 78%, and 81%, respectively. Deep learning models can be 

further enhanced by adding attention layers to identify sadness influence of words on emotion. 

Sangeetha and Prabha [87] proposed a multi-head attention fusion model for sentiment analysis of 

student feedback. The input sequences of sentences from feedback are processed in parallel across the 

multi-head attention layer with word and context embeddings like Glove and Cove. The outputs of the 

two multi-head attention layers with the embeddings are passed to the deep learning model LSTM. 

The dropouts of these layers are regulated to improve the accuracy of the model. The proposed fusion 

model was able to classify three sentiment orientations positive, negative, and neutral more accurately 

when compared to individual multi-head attention and LSTM. 

3.2.3 Transformers 

Dyulicheva and Bilashova [88] proposed a bidirectional encoder representation from transformers 

(BERT) model for sentiment detection of students, identifying top words describing positive and 

negative polarities. The authors used K-Means clustering and cosine similarity on 300 MOOCs titles 

from Udemy to extract 14 clusters and top words in each cluster. The BERT model was used to 

investigate the relationship between student–teacher, student-course, and description of issues while 

learning. The results show more negative sentiment towards courses when compared to teachers. 

Similarly, Li et al. [89] analyzed the sentiment of learning comments MOOCs using a shallow BERT-

CNN model. The authors took advantage of deep learning not to depend on feature engineering and 

ensemble with the BERT model. The proposed BERT-CNN with a self-attention mechanism 

performed nearly equal to the traditional BERT model even after reducing the number of parameters 

to half. The proposed shallow BERT-CNN model with 6 layers outperformed all other lexicon-based 
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methods, BERT variants with just 61 million parameters with an accuracy, F1-Score (Positive class), 

and F1-Score (Negative class) of 92.8&, 95.2%, and 81.3% respectively. 

 

4. Deep Learning in Recommendation Systems 

Deep learning adapts a multilayer approach to the hidden layers of the neural network. In traditional 

machine learning approaches, features are defined and extracted either manually or by making use of 

feature selection methods. However, in deep learning models, features are learned and extracted 

automatically, achieving better accuracy and performance. In general, the hyper parameters of 

classifier models are also measured automatically. Figure 1 shows the differences in sentiment polarity 

classification between the two approaches: traditional machine learning (Support Vector Machine 

(SVM), Bayesian networks, or decision trees) and deep learning. Artificial neural networks and deep 

learning currently provide the best solutions to many problems in the fields of image and speech 

recognition, as well as in natural language processing. Several types of deep learning techniques are 

discussed in this section. 

4.1 Deep Neural Networks (DNN) 

A deep neural network [90] is a neural network with more than two layers, some of which are hidden 

layers (Fig. 2.). Deep neural networks use sophisticated mathematical modeling to process data in 

many different ways. A neural network is an adjustable model of outputs as functions of inputs, which 

consists of several layers: an input layer, including input data; hidden layers, including processing 

nodes called neurons; and an output layer, including one or several neurons, whose outputs are the 

network outputs. 

 
Fig. 2. Differences between two classification approaches of sentiment polarity, machine learning 

(top), and deep learning (bottom). Part of Speech (POS); Named Entity Recognition (NER); Term 

Frequency-Inverse Document Frequency (TF-IDF). 

4.2 Convolutional Neural Networks (CNN) 

A convolutional neural network is a special type of feed-forward neural network originally employed 

in areas such as computer vision, recommender systems, and natural language processing. It is a deep 

neural network architecture [91], typically composed of convolutional and pooling or subsampling 

layers to provide inputs to a fully-connected classification layer. Convolution layers filter their inputs 

to extract features; the outputs of multiple filters can be combined. Pooling or subsampling layers 

reduce the resolution of features, which can increase the CNN’s robustness to noise and distortion. 

Fully connected layers perform classification tasks. An example of a CNN architecture can be seen in 

Fig. 3. The input data was preprocessed to reshape it for the embedding matrix. The figure shows an 

input embedding matrix processed by four convolution layers and two max pooling layers. The first 

two convolution layers have 64 and 32 filters, which are used to train different features; these are 

followed by a max pooling layer, which is used to reduce the complexity of the output and to prevent 

the overfitting of the data. The third and fourth convolution layers have 16 and 8 filters, respectively, 
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which are also followed by a max pooling layer. The final layer is a fully connected layer that will 

reduce the vector of height 8 to an output vector of one, given that there are two classes to be predicted 

(Positive, Negative). 

 
Fig. 3. A convolutional neural network. 

4.3 Recurrent Neural Networks (RNN) 

Recurrent neural networks [92] are a class of neural networks whose connections between neurons 

form a directed cycle, which creates feedback loops within the RNN. The main function of RNN is the 

processing of sequential information on the basis of the internal memory captured by the directed 

cycles. Unlike traditional neural networks, RNN can remember the previous computation of 

information and can reuse it by applying it to the next element in the sequence of inputs. A special 

type of RNN is long short-term memory (LSTM), which is capable of using long memory as the input 

of activation functions in the hidden layer. This was introduced by Hochreiter and Schmidhuber (1997) 

[93]. Fig. 4. illustrates an example of the LSTM architecture. The input data is preprocessed to reshape 

data for the embedding matrix (the process is similar to the one described for the CNN). The next layer 

is the LSTM, which includes 200 cells. The final layer is a fully connected layer, which includes 128 

cells for text classification. The last layer uses the sigmoid activation function to reduce the vector of 

height 128 to an output vector of one, given that there are two classes to be predicted (positive, 

negative). 

 
Fig. 4. A long short-term memory network. LSTM, long short-term memory. 

 

5. Recommendation System Challenges 

We reviewed several research studies on using deep learning techniques in recommendation systems. 

For example, De et al. [94] proposed using feed-forward neural networks as advanced frameworks for 

designing collaborative filtering engines, which consolidate and improve upon previous work. Dai et 

al. [95] introduced a personalized recommendation algorithm for online learning resources based on 

an improved backpropagation neural network algorithm. Dang et al. [96] discussed session-based 

recommendation, a recently pro- posed approach that reduces dependence on user profiles while 

maintaining high accuracy. The paper used real-world datasets and evaluation metrics to compare the 

performance of various session-based recommendation algorithms, including the deep learning 

approach named GRU4Rec. Additionally, Anantha et al. [2] discussed how deep learning techniques 

are used in various domains, including recommender systems, and compared the performance of 

traditional recommender systems with deep learning-based recommender systems. 
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Deep learning techniques are beneficial for developing recommendation systems, but organizations 

may face challenges such as data sparsity, the cold start problem [102], overfitting [103], scalability 

[104], and ethical concerns. Data sparsity occurs due to limited data available for the recommendation 

system to train on, and the cold start problem arises when insufficient data is available for accurate 

recommendations for new users or items [105]. Overfitting can occur when the model becomes too 

specialized to the training data and cannot generalize to new data. 

5.1 Comparison 

In comparison to Batmaz et al.’s review of thesis, journal, workshop, and conference papers from 2007 

to 2017 [106] and Da’u et al.’s selection of 99 studies published from 2007 to 2018 [107], our review 

focuses exclusively on peer-reviewed journal articles published within the last five years (2018-2022), 

including some articles from 2023. This timeframe allows us to analyze the most current literature and 

provide insights into the latest developments in the field. Our review prioritizes peer-reviewed journal 

articles for their high-quality research and reliability, as they undergo rigorous evaluation by experts 

and provide detailed analyses. 

A significant benefit of our approach is broad search keywords, enabling us to cast a wide net and 

identify a broad range of research studies that may have been overlooked in previous reviews. By 

utilizing this strategy, we can provide a comprehensive and up-to-date analysis of the latest research 

on deep learning-based recommendation systems. 

Our review offers a valuable resource for researchers and practitioners interested in understanding the 

latest developments in this rapidly evolving deep learning-based recommendation systems field. 

The following Table 1 displays detailed information for each article, including category, publication 

year, journal, domain, and technique, in addition to the comparison with our article. 
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TABLE 1. Comparison with related work. 

Category Reference Year 
Journal 

Index 
Domain Reviewed Technique 

Comparison with our 

Review 

Survey [40] 2023 J1 General 
Deep Reinforcement 

Learning 
Diverse DL techniques 

Survey [41] 2023 J2 General Deep Neural Networks 
Various techniques 

beyond NN 

Survey [42] 2022 J3 General Graph Neural Networks 
Expands beyond GNN 

techniques 

Survey [49] 2022 J4 E-learning Deep Learning 
Broad E-Learning 

Spectrum 

Survey [50] 2022 J2 POI Deep Learning 
Wider range beyond 

POI 

Survey [43] 2022 J5 General Deep Neural Networks 
Not confined to NN 

techniques 

Survey [44] 2020 J6 Citation Deep Learning 
Focuses on diverse 

domains 

Survey [45] 2020 J7 General Autoencoder-Based 
Encompasses various 

DL techniques 

Survey [46] 2019 J3 General Deep Learning 
Focuses on recent 5 

years 

Survey [47] 2018 J8 General Deep Learning 
Focuses on recent 5 

years 

Survey [48] 2021 J9 Course Deep Learning 
Explores beyond a 

single domain 

Survey [58] 2022 J10 
Trust-

Aware 
Deep Learning 

Not confined to one 

type of RS 

Study [4] 2022 J11 Service Neural Collaborative 
Broad domain and 

techniques 

Study [51] 2021 J12 E-learning Neural Networks Covers diverse domain 

Study [52] 2020 J13 
Session-

Based 
Deep Learning 

Focuses on various 

application 

Study [2] 2018 J14 General Deep Learning 

Encompasses wider 

domain and includes 

recent articles 

Review [13] 2022 J15 E-learning Deep Learning 
Board domain and 

techniques 

Review [54] 2022 J1 General 
Deep Knowledge 

Graph 

Not confined to 

embedding techniques 

Review [55] 2022 J2 POI Deep Learning 
Explores beyond Point 

of Interest 

Review [56] 2019 J15 General Deep Learning 
Covers recent articles 

from the last 5 year 

Journal Index: J1: Knowledge-Based Systems; J2: Neurocomputing; J3: ACM Computing Surveys; 

J4: Applied Sciences; J5: IEEE Transaction on Knowledge and data Engineering; J6: Expert System 

with Application; J7: Frontiers of Computer Science; J8: International Transaction Journal of 

Engineering Management & Applied Sciences & Technologies; J9: Pacific Asia Journal of the 

Association for Information System; J10: International Journal of Embedded System; J11: SN 

Computer Science; J12: Advance in Modeling and Analysis B; J13: Artificial Intelligence Review; 

J14: Data; J15: Electronics 

 

6. Limitation and Future Work 

This section discusses the limitations of our study and outlines avenues for future research. Despite 

the valuable insights gained, it’s essential to acknowledge the constraints within our approach. 
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6.1 Limitations in Our Study and Future Work 

Our analysis offers a comprehensive examination of deep learning-based recommendation systems. 

However, it’s important to consider some limitations that could affect the interpretation of our findings. 

These limitations create opportunities for future research and refinement of our methodology. 

One limitation is that we only focused on peer-reviewed articles, meaning we may have missed out on 

state-of- the-art techniques published in other forms. It may be worth exploring non-traditional 

publication sources to gain additional insights. Furthermore, we selected articles based on title 

keywords, which could have limited their inclusion. Future studies could consider broader inclusion 

criteria. Additionally, our analysis provides a broad overview of the techniques’ application, 

popularity, and categorization, rather than an in-depth evaluation of each technique. Future studies 

could delve deeper into each category of techniques and evaluate their performance in greater detail. 

Lastly, due to the large number of articles in the domain-based category, we extracted information 

from abstracts, titles, and keywords, potentially missing relevant data in datasets and metrics. Despite 

these limitations, our findings still provide significant value in understanding the employed techniques 

and dataset preferences, offering an overview of the field of recommendation systems. This 

information can serve as a foundation for further investigations and guide researchers and practitioners 

in their work. Therefore, even with the limitations mentioned above, this practice provides worthwhile 

insights for those involved in recommendation systems research and application. 

6.2 Current Study Limitations and Suggestions 

Deep learning-powered recommendation systems possess immense potential in different domains. 

However, they confront challenges that need addressing to boost their performance and reliability. 

These challenges extend beyond typical problems such as cold-start and data sparsity, which 

researchers have been dealing with. It is essential to recognize that enhancing performance requires 

more than just refining the techniques themselves.  

Firstly, the selection of techniques should be tailored to the specific characteristics of the application 

domain. Researchers must carefully evaluate which techniques are most suitable for their particular 

problem and establish a clear classification strategy to ensure consistency and facilitate the discovery 

of related work.  

Secondly, recommendation systems have been developed and tested in specific domains like e-

commerce or entertainment. To enhance recommendation models, exploring their potential application 

in a broader range of domains and utilizing diverse data sources, including industry data, e-commerce 

data, publication sources, and contextual data like census data for point-of-interest recommendations, 

is necessary.  

Lastly, while offline metrics like recall and precision are commonly used to evaluate recommendation 

systems, online metrics that measure real-time performance are necessary to reflect system 

performance in actual deployment settings. By addressing these challenges, we can improve the 

reliability and performance of deep learning-based recommendation systems across diverse domains.  

On the other hand, based on our analysis, we suggest the following strategies to enhance the 

performance and reliability of deep learning-based recommendation systems: 

1) Clear Classification Criteria: Develop precise classification criteria for recommendation 

systems based on hybridity and specific techniques to enhance consistency and clarity. A new 

classification system should cater to the evolving needs of recommendation systems research. 

2) Utilize Novel Techniques: Explore innovative techniques within recommendation systems, 

including new neural network architectures and embedding methods, to push the boundaries and 

enhance performance. Adapt these architectures to diverse recommendation scenarios. 

3) Specialize Techniques: Carefully select techniques for recommendation systems based on 

domain-specific characteristics to improve relevance and performance. Researchers should consider 

the appropriateness of techniques across various application domains. 

4) Expand Application Across Domains: Extend the application of recommendation systems to 

diverse domains such as healthcare, finance, or education, broadening the impact of recommendation 

technologies. 

5) Utilize More Data: Incorporate more data sources, including industry-specific datasets, to 

enhance recommendation accuracy and relevance, reflecting real-world usage more accurately. 
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6) Develop Online Metrics: Create online metrics that enable real-time assessment of 

recommendation system performance, providing more timely and relevant feedback on system 

behavior. 

7) Increase Interpretability: Improve the interpretability of deep learning-based recommender 

systems by integrating attention mechanisms and visualization techniques, offering deeper insights 

into system operations. 

8) Address Bias and Transparency: Mitigate biases in training data through data cleansing or 

augmentation methods and enhance transparency by providing explanations for recommendations. 

9) Improve Personalization: Explore techniques for enhancing personalization in deep learning 

models by incorporating user feedback and advanced feature engineering methods, utilizing user and 

contextual information for tailored recommendations. 

Implementing these strategies will contribute to developing more effective and adaptable 

recommendation systems and address the challenges currently in the field. 

 

7. Conclusion 

Our research focused on analyzing recommendation systems that utilize deep learning techniques. We 

found that neural collaborative filtering was the most commonly used technique across various 

domains, although the popularity of specific techniques varied depending on the domain. This 

highlights the importance of considering domain-specific traits when selecting an appropriate 

technique. 

 In our analysis, we discovered that matrix factorization was the most frequently utilized technique in 

the primary studies we examined, followed by graph neural networks and attention mechanisms. Other 

techniques, such as convolutional neural networks, deep reinforcement learning, knowledge graphs, 

and sequential recommendation, were also frequently employed. Among the different domains, social, 

session- based, and point-of-interest (POI) recommendation systems were the most popular, with 

numerous articles mentioning their use. 

Our analysis made significant contributions to the field of deep learning-based recommendation 

systems. We also successfully analyzed and summarized the latest advanced deep learning techniques 

developed in the past five years, highlighting their applications in recommendation systems. 

Additionally, we categorized deep learning techniques and their application domains into meaningful 

groups based on study terminologies, facilitating better understanding and navigation. Our creation of 

a term classification system is a valuable resource, helping researchers effectively target specific terms 

within the field. Furthermore, we provided a summary of the datasets and metrics commonly used in 

the reviewed papers, serving as a reference for future researchers. 

In conclusion, our research has played an important role in advancing the field of deep learning-based 

recommendation systems. Our work has enhanced our understanding of current trends, clarified 

domain-specific terminology, and provided valuable tools for researchers to navigate and contribute 

to this evolving and crucial study area. 
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